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ABSTRACT
A well-informed recommendation framework could not only help
users identify their interested items, but also benefit the revenue
of various online platforms (e.g., e-commerce, social media). Tra-
ditional recommendation models usually assume that only a sin-
gle type of interaction exists between user and item, and fail to
model the multiplex user-item relationships from multi-typed user
behavior data, such as page view, add-to-favourite and purchase.
While some recent studies propose to capture the dependencies
across different types of behaviors, two important challenges have
been less explored: i) Dealing with the sparse supervision signal
under target behaviors (e.g., purchase). ii) Capturing the personal-
ized multi-behavior patterns with customized dependency model-
ing. To tackle the above challenges, we devise a new model CML,
Contrastive Meta Learning (CML), to maintain dedicated cross-
type behavior dependency for different users. In particular, we
propose a multi-behavior contrastive learning framework to distill
transferable knowledge across different types of behaviors via the
constructed contrastive loss. In addition, to capture the diverse
multi-behavior patterns, we design a contrastive meta network to
encode the customized behavior heterogeneity for different users.
Extensive experiments on three real-world datasets indicate that our
method consistently outperforms various state-of-the-art recom-
mendation methods. Our empirical studies further suggest that the
contrastive meta learning paradigm offers great potential for cap-
turing the behavior multiplicity in recommendation. We release our
model implementation at: https://github.com/weiwei1206/CML.git.
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1 INTRODUCTION
Recommender systems have emerged as critical components to
alleviate information overloading for users in various online appli-
cations, e.g., e-commerce [40], online video platform [46] and social
media [30]. The goal is to learn user preference and forecast the
items that he or she will consume based on observed user behaviors.

Among various recommendation techniques, collaborative fil-
tering (CF) has become the most promising recommendation ar-
chitecture to model historical user interactions over items [4, 57].
Commonly, the core of existing CF paradigm is to project users
and items into latent representation space such that their interac-
tion structural information is preserved. For example, Autoencoder
has been employed as the effective embedding function for the
representation projection in AutoRec [33] and CDAE [49]. To in-
ject the high-order connection signals in CF, another promising
research line model user-item interactions as a graph and generate
the user/item feature representations with the graph structural in-
formation preserved. These models perform the message passing
over the interaction graph to generate node-level embeddings layer
by layer, such as PinSage [53], NGCF [43] and LightGCN [15].

However, the majority of existing recommendation models as-
sume that only a single type of interaction exists between user and
item, whereas in practical recommendation scenarios are multiplex
in nature [12, 41]. Taking the online retail platform as an exam-
ple, users can interact with items in multiple manners, including
page view, add-to-favourite and purchase. Different types of be-
haviors may characterize user preference from different intention
dimensions and complement with each other for better user pref-
erence learning [37]. Therefore, it is challenging but valuable to
capture behavior multiplicity and the underlying dependencies in
recommendation. To address this challenge, existing work mod-
els the behavior dependency by introducing different aggregation
schemes to integrate type-specific behavior embeddings, to en-
hance the representation on target user behaviors (e.g., customer
purchase) [23, 50, 51]. For example, MATN [50] adopts the self-
attention to encode the pairwise correlations between different
types of behaviors, and make predictions on the target behaviors. A
relation-aware embedding propagation layer is developed to learn
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the behavior multiplicity in MBGCN [23], to gather multi-behavior
interaction information from high-order neighbors.

Despite the effectiveness of existing methods, these studies share
two common limitations: First, Sparse Supervision Signal under
Target Behaviors: the most of current multi-behavior recommender
systems are trained with supervised information in an end-to-end
manner. That is to say, for making forecasting on the target user
behaviors, it is required to have sufficient labeled data correspond-
ing to the target behaviors (e.g., user purchase data). Unfortunately,
the observed interactions under the target behavior type, are often
sparse as compared with other types of user-item interactions. For
example, purchase prediction task in online retail system still faces
the challenge of lacking of ground-truth labels [20]. Hence, directly
integrating type-specific behavior embeddings will sacrifice the
performance due to lacking supervision signals of target behav-
iors. Second, Personalized Multi-Behavior Patterns: multi-behaviour
patterns may vary by users. Semantics of multi-typed user-item
interactions and their mutual relationships are diverse, depending
on the personalized characteristics of users [27]. Without consid-
ering diverse user intents which motivates different types of user
behaviors, previous modeling of multiplex user-item relationships
leads to suboptimal representations.
Contributions. Having realized the above challenges for recom-
mendation with behavior multiplicity, we focus on exploring di-
verse multi-behavior patterns under a contrastive self-supervised
learning prototype. Towards this end, this work proposes a new
model-Contrastive Meta Learning (CML) for multi-behavior rec-
ommendation. In CML, we design a multi-behavior contrastive
learning framework to capture the cross-type interaction depen-
dency from different behavior views. This endows our developed
recommender system to effectively distill additional supervision
signal from different types of user behaviors, which augments the
model optimization process with sparse supervision labels. Inspired
by the recent success achieved by self-supervised representation
learning, we leverage the idea of contrastive learning to design
cross-type behavior dependency modeling task with the user self-
discrimination. The goal of our multi-behavior contrastive learning
is to reach the agreement between user’s type-specific behavior
representations via the constructed contrastive loss. In addition, to
handle the preference diversity of users and capture the personal-
ized multi-behavior patterns, we design contrastive meta network
to characterize the customized behavior heterogeneity, empower-
ing CML to maintain dedicated representations for different users.
Our meta contrastive encoder first extracts the personalized meta-
knowledge from users, and then feeds it into our weighting function
for customized multi-behavior dependency modeling.

In a nutshell, this work makes the following contributions:
• We propose a new multi-behavior learning paradigm CML for
recommendation by emphasizing the importance of diverse and
multiplex user-item relationships, as well as tackling the label
scarcity problem for target behaviors.

• In our CML framework, we design a multi-behavior contrastive
learning paradigm to capture the transferable user-item rela-
tionships from multi-typed user behavior data, which incorpo-
rates auxiliary supervision signals into the sparse target behavior
modeling. Furthermore, our proposed meta contrastive encoding

scheme allows CML to preserve the personalized multi-behavior
characteristics, so as to be reflective of the diverse behavior-aware
user preference under a customized self-supervised framework.

• We perform extensive experiments on three real-world recom-
mendation datasets to justify the rationality of our assumptions
and the effectiveness of our proposed framework. By comparing
CML with 12 baselines, we show that CML is able to consistently
improve the performance of different techniques under various
settings. Further analysis demonstrates the effectiveness of the
designed sub-modules with ablation study.

2 PRELIMINARY
We first define U and I to represent the set of users and items,
respectively. In our multi-behavior recommendation scenario, let
X (𝑘) denote the user-item interaction matrix under the 𝑘-th behav-
ior type (e.g., page view, add-to-favorite, purchase). Hence, multi-
behavior interaction data is represented as {X (1) ,..., X (𝑘) ,...,X (𝐾) },
where 𝐾 is the number of behavior types. In particular, the element
𝑥𝑘
𝑢,𝑖

= 1 indicates that user 𝑢 has interacted with item 𝑖 under the
behavior type of 𝑘 before, and 𝑥𝑘

𝑢,𝑖
= 0 otherwise. Generally, there

exist target behavior as the prediction objective. Other types of
user behaviors serve as the auxiliary behaviors. For example, pur-
chases are directly related to Gross Merchandise Value (GMV) in
E-commerce services, and are usually considered as the target be-
haviors in various user modeling applications. Auxiliary behaviors
could be the interactions of page view and add-to-favorite/cart.
Problem Statement. The studied task is formally stated as: Input:
observed user-item interactions withmultiplex𝐾 types of behaviors
{X (1) ,..., X (𝑘) ,...,X (𝐾) } among users U and items I. Output: a
predictive function which estimates the likelihood of user 𝑢 will
interact with item 𝑖 under the target type (𝑘) of behaviors.
Multi-Behavior Interaction Graph. Inspired by the representa-
tion paradigm of graph collaborative filtering methods [43, 45],
we explore the user-item graph structure for our multi-behavior
recommendation scenario. Specifically, given 𝐾 types of user-item
interaction matrices {X (1) ,..., X (𝑘) ,...,X (𝐾) }, we generate the multi-
behavior interaction graph, in which the set of nodesV = U ∪ I
involves the user and item set. We further define the set of multi-
plex edges E to represent observed interactions with 𝐾 types of
behaviors. In E, edge 𝑒𝑘

𝑢,𝑖
between 𝑢 and 𝑖 indicates that 𝑥𝑘

𝑢,𝑖
= 1.

3 METHODOLOGY
We present our Contrastive Meta Learning (CML) framework in this
section, which encapsulates the customized meta learning into a
self-supervised neural architecture, for personalized multi-behavior
dependency modeling. The overall model flow is shown in Figure 1.
Key components will be elaborated in following subsections.

3.1 Behavior-aware Graph Neural Network
To inject the high-order connectivity into the multiplex relation
learning across users/items, we first develop a graph-based mes-
sage passing framework with the awareness of behavior context.
Motivated by graph-based information propagation neural archi-
tecture [55] and the findings in the state-of-the-art model Light-
GCN [15, 22], our behavior-aware message passing scheme is built
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Figure 1: The model flow of CML framework. i) The designed graph neural network G(A;ΘG) performs the behavior-aware
message passing over the multi-behavior interaction graph 𝐺 = {V, E}. ii) The contrastive views are constrcuted between
auxiliary and target behavior embeddings e𝑘𝑢 , e𝑘

′
𝑢 . iii) Our proposed meta contrastive encoder captures the customized cross-

type behavior dependency with the meta weight networkM((L,E,E𝑘 );ΘM ). 𝜔𝑘,𝑘
′

𝑢 is the personalized contrastive loss weight.

over a lightweight graph architecture, which can be represented:

e𝑘,(𝑙+1)𝑢 =
∑︁
𝑖∈N𝑘

𝑢

e𝑘,(𝑙)
𝑖

; e𝑘,(𝑙+1)
𝑖

=
∑︁
𝑢∈N𝑘

𝑖

e𝑘,(𝑙)𝑢 (1)

where e𝑘,(𝑙+1)𝑣 ∈ R𝑑 is defined as the obtained representation of
node 𝑣 (𝑣 ∈ {𝑢, 𝑖}) under the 𝑙-th graph neural layer. N𝑘

𝑢 and N𝑘
𝑖

denotes the neighboring nodes of item 𝑖 and user 𝑢, respectively.
After encoding the behavior-specific interaction patterns of users,
we propose to perform the embedding aggregation across different
types of behaviour patterns with the following operation for user
representations (similar aggregation is applied for item side):

e(𝑙+1)𝑢 = PReLu(W𝑙 ·
∑
𝑘∈𝐾 e𝑘,(𝑙+1)𝑢

𝐾
) (2)

The aggregated feature representation e(𝑙+1)𝑢 could preserve multi-
behavior contextual information.W𝑙 ∈ R𝑑×𝑑 represents the trans-
formation matrix corresponding to 𝑙-th graph propagation layer.

3.2 Multi-Behavior Contrastive learning
In our CML framework, we propose a multi-behavior contrastive
learning paradigm to capture the complex dependencies across
different types of user interactions via a self-supervised principle.
Conceptually, we utilize the idea of contrastive learning strategy
for instance discrimination by contrasting positive and negative
samples [31, 54]. Our contrastive learning architecture endows
our main supervised task (i.e., target behavior prediction) with the
auxiliary supervision signals from the auxiliary behaviors.

3.2.1 ContrastiveViewGeneration. In contrastive learning par-
adigm, it is important to generate appropriate views for construct-
ing diverse representations for the method to contrast with [5]. In
our recommendation scenario with behavior multiplicity, we pro-
pose to consider each type of behaviors as individual view, which
performs the contrastive learning between user embeddings in
different behavior views. Different from current multi-behavior rec-
ommender systems (e.g., MATN [50], MBGCN [23]) which merely
rely on behavior-wise embedding combination for target behavior
prediction, we conduct the data augmentation by incorporating
auxiliary behavior contextual information as supervision signals.
This design not only encodes the cross-type behavior dependency,

but also alleviates the skewed data distribution across different
types of user interaction data.

3.2.2 Behavior-Wise Contrastive Learning Paradigm. After
establishing contrastive views from multi-behavior context, we
further devise a behavior-wise contrastive learning paradigm be-
tween the target behaviors and auxiliary behaviors. In particular,
different behavior views of the same user are considered as posi-
tive pairs, and the views of different users are sampled as negative
pairs. Given the encoded target behavior representation e𝑘𝑢 from our
graph neural architecture, the generated positive and negative pairs
are {e𝑘𝑢 , e𝑘

′
𝑢 |𝑢 ∈ U} and {e𝑘𝑢 , e𝑘

′
𝑢′ |𝑢,𝑢

′ ∈ U, 𝑢 ≠ 𝑢 ′}. The incorpo-
rated auxiliary supervision enables our model to still recognize
user 𝑢 from different behavior views (i.e., 𝑘 and 𝑘 ′; 𝑘, 𝑘 ′ ∈ 𝐾) and
captures the latent relationships between the auxiliary behaviors
and target behaviors. Meanwhile, for different users 𝑢 and 𝑢 ′, the
contrastive loss aims to discriminate their behavior embeddings
after data augmentation.

Following works [48, 58], we utilize the InfoNCE [29] loss in
our multi-view contrastive learning framework, to measure the dis-
tance between embeddings. We define our self-supervised learning
loss with the objective of maximizing the Mutual Information (MI)
between user representations through contrasting positive pairs
with the sampled negative pair counterparts. The InfoNCE-based
contrastive loss is calculated as below:

L𝑘,𝑘
′

𝑐𝑙
=

∑︁
𝑢∈U

−𝑙𝑜𝑔 exp(𝜑 (e𝑘𝑢 , e𝑘
′
𝑢 )/𝜏)∑

𝑢′∈U exp(𝜑 (e𝑘𝑢 , e𝑘
′
𝑢′)/𝜏)

(3)

Here, we define 𝜑 (·) as the similarity function (e.g., inner-product
or cosine similarity) between two embeddings. 𝜏 represents the
temperature hyperparameter for the softmax function. To sum up,
we perform the contrastive learning via maximizing the agreement
between two behavior views based on the above defined contrastive
loss, and enforcing the divergence among different users. We obtain
the contrastive loss L𝑘,𝑘

′

𝑐𝑙
for each pair of target behavior (𝑘) and

auxiliary behavior (𝑘 ′). Therefore, we generate a list of contrastive
loss functions as: L𝑐𝑙 = L𝑘,1

𝑐𝑙
+ ... + L𝑘,𝑘

′

𝑐𝑙
+ ... + L𝑘,𝐾

𝑐𝑙
.
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3.3 Meta Contrastive Encoding
In our recommendation scenario, different users have various be-
haviour patterns and item interaction preferences. For example,
some users are likely to pick up most of products from their favorite
item list to purchase, while others may only buy sporadic products
given that they add a lot of items with less interest into their list [27].
The diversity of multi-behavior patterns from different users, re-
sults in different item interactions. Hence, effectively modeling the
personalized dependencies across different types of behaviors, is
also important in making accurate recommendations. To achieve
this goal, we propose a meta contrastive encoding scheme to learn
an explicit weighting function for the integration of multi-behavior
contrastive loss. This module customizes our self-supervised learn-
ing paradigm with the diverse constrastive loss integration. Our
meta contrastive encoding schema is a two-phase learning par-
adigm: i) We propose a meta-knowledge encoder to capture the
personalized multi-behavior characteristics, so as to reflect the
diverse behavior-aware user preferences. ii) Then, the extracted
meta-knowledge will be incorporated into our developed meta
weight network, to generate customized contrastive loss weight for
cross-type behavior dependency modeling.

3.3.1 Meta-Knowledge Encoder. In our meta contrastive encod-
ing framework, we firstly extract the meta-knowledge to preserve
user-specific behavior dependencies. Inspired by feature interaction
mechanisms in [16, 56], we design two types of meta-knowledge
encoder with different integration techniques based on learned user
behavior representations: e𝑢 and e𝑘

′
𝑢 (auxiliary behavior of 𝑘 ′):

Z𝑘,𝑘
′

𝑢,1 = (𝑑 (L𝑘,𝑘
′

𝑐𝑙
) · 𝛾) ∥ e𝑘

′
𝑢 ∥ e𝑢 ; Z𝑘,𝑘

′

𝑢,2 = L𝑘,𝑘
′

𝑐𝑙
· (e𝑘

′
𝑢 ∥ e𝑢 ) (4)

where the encoded meta-knowledge is represented by Z𝑘,𝑘
′

𝑢,1 and
Z𝑘,𝑘

′

𝑢,2 . We define 𝑑 (·) as the duplicate function to generate a value
vector corresponding to the embedding dimensionality. ∥ denotes
the concatenation operation. 𝛾 is a scale factor for the enlarge
value. With this design for learning the personalized characteristics,
both the auxiliary-target behavior dependency and user-specific
interaction context are preserved in the extracted meta-knowledge.

3.3.2 Meta Weight Network. After encoding the meta knowl-
edge with user-specificmulti-behavior patterns, we design a weight-
ing function b (·) mapping from meta-knowledge to contrastive loss
weights. This module endows our recommendation framework
with the capability of learning the multi-behavior relationships in a
customized manner, to be reflective of personalized user preference
under various types of behavior intentions. Formally, we define our
weighting function as the following transformation layer:

b (Z𝑘,𝑘
′

𝑢 ) = PReLU(Z𝑘,𝑘
′

𝑢 ·Wb + bb ) (5)

where Wb ∈ R𝑑×𝑑 and bb ∈ R𝑑 represent the projection layer
and bias term, respectively. Here, we utilize the PReLU activation
function to incorporate non-linearity. On the basis of our meta
weight network, we can obtain our personalized contrastive loss
weight as follows:

𝜔
𝑘,𝑘′
𝑢 = 𝜔

𝑘,𝑘′

𝑢,1 + 𝜔𝑘,𝑘
′

𝑢,2 = b (Z𝑘,𝑘
′

𝑢,1 ) + b (Z𝑘,𝑘
′

𝑢,2 ) (6)

For each user 𝑢, 𝜔𝑘,𝑘
′

𝑢 weight represents the customized explicit
dependence between the target behavior type of 𝑘 and auxiliary be-
havior type of 𝑘 ′. Accordingly, with our meta contrastive encoding
scheme, we can generate two lists of loss weights for InfoNCE-based
self-supervised loss and Bayesian personalized ranking (BPR)-based
recommendation objective loss.

3.4 The Learning Process of CML Framework
In this section, we first introduce our optimization objective and
then present the training strategy for our CML framework. Finally,
the analysis on the time complexity of our model is provided.

3.4.1 Optimization Objective. In the model inference of CML,
we leverage the Bayesian Personalized Ranking (BPR) loss to learn
parameters, which encourages the probability estimation of user’s
observed interaction to be higher than his/her unobserved counter-
parts. Formally, the behavior-specific BPR loss is defined as:

L𝑘𝐵𝑃𝑅 =
∑︁

(𝑢,𝑖+,𝑖−) ∈𝑂𝑘

−In(sigmoid(𝑥𝑘
𝑢,𝑖+ − 𝑥

𝑘
𝑢,𝑖− )) + _ | |Θ| |

2 (7)

𝑂𝑘 represents the pairwise training samples of 𝑘-th behavior type,
i.e., 𝑂𝑘 = {(𝑢, 𝑖+, 𝑖−) | (𝑢, 𝑖+) ∈ R+, (𝑢, 𝑖−) ∈ R−}. Here, R+ and
R− denotes the corresponding observed and unobserved interac-
tion of user 𝑢. Θ represents the learnable parameters and the 𝐿2
regularization is applied for alleviating overfitting issue.

3.4.2 Model Training. In this work, we follow the training strat-
egy of meta-learning methods in previous work [9, 34], by updat-
ing the parameters of our graph neural architecture (represented
as G(A;ΘG)) and multi-behavior contrastive meta network (rep-
resented as M((L,E,E𝑘 );ΘM )) in an alternative way. Here, A
denotes the input adjacent matrix of behavior-aware user-item in-
teraction graph. E and E𝑘 represents the learned cross-type and
behavior-specific embedding matrix of all users, respectively. The
model training consists of three phases in an optimization loop to
improve the training efficiency of our models. In particular: i) In the
first stage, we integrate the behavior-aware graph neural network
(with cloned state) and contrastive meta network, to learn initial
parameter space of our multi-behavior contrastive encoder over
the entire training data. ii) In the second stage, we refine the model
parameters ΘM of our contrastive meta network based on the meta
data. iii) After generating the personalized contrastive loss weights,
we leverage the updatedΘ𝑀 to ameliorate the parameterΘG of our
graph neural network. We formally present the nested optimization
process as follows (𝐵 denote the size of training batch):

Θ∗
G = argmin

\

≜
𝐾∑︁
𝑘=1

𝐵∑︁
𝑏=1

(
M((L𝑡𝑟𝑎𝑖𝑛∪𝑚𝑒𝑡𝑎

𝑐𝑙,𝑘
,E,E𝑘 );ΘM ) · L𝑡𝑟𝑎𝑖𝑛

𝑐𝑙,𝑘

+M((L𝑡𝑟𝑎𝑖𝑛∪𝑚𝑒𝑡𝑎
𝑏𝑝𝑟,𝑘

,E,E𝑘 );ΘM ) · L𝑡𝑟𝑎𝑖𝑛
𝑏𝑝𝑟,𝑘

)
(8)

3.4.3 Model Complexity Analysis. We analyze the complex-
ity of our CML framework from several key components: i) the
computational cost of our lightweight graph neural architecture
is 𝑂 (𝐿 × 𝐾 × |R𝑘+ | × 𝑑) for performing message passing across
graph layers. |R𝑘+ | represents the number of non-zero elements
in the adjacent matrix under the behavior of 𝑘 , and 𝐿 denotes the
number of information propagation layers. The operations of linear
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Table 1: Statistics of experimented datasets

Dataset User # Item # Interaction # Interactive Behavior Type
Tmall 31,882 31,232 1,451,219 {Page View, Favorite, Cart, Purchase}

IJCAI-Contest 17,435 35,920 799,368 {Page View, Favorite, Cart, Purchase}
Retail Rocket 2,174 30,113 97,381 {Page View, Cart, Transaction}

transformations and mean-pooling for multi-behavior aggregation
takes 𝑂 (𝐿 × (𝑁 +𝑀) × 𝑑 × (𝐾 + 𝑑)) time. ii) Our meta contrastive
encoder takes 𝑂 (𝐾 × |R𝑘+ | × 𝑑2) time overhead. iii) The cost of
InfoNCE-based mutual information calculation is 𝑂 (𝐵 × 𝑑) and
𝑂 (𝐵 × 𝑆 × 𝑑) for the numerator and denominator (in Equation 3),
respectively. Here, 𝑆 is the sampling size of contrastive learning
for reducing the time complexity and increasing the randomness
to achieve model robustness [44]. Therefore, our multi-behavior
contrastive learning paradigm takes𝑂 (𝐾 × |R𝑘+ | × 𝑆 × 𝑑) time per
epoch. In conclusion, our model could achieve comparable time
complexity with state-of-the-art multi-behavior recommendation
techniques (e.g., MBGCN, EHCF).

4 EVALUATION
To evaluate CML’s performance, we conduct experiments on several
real-world datasets by answering the following research questions:
• RQ1: How effective is the developed CML framework to tackle
the behavior multiplicity in recommendation?

• RQ2: How do different modules contribute to the performance of
CML, such as the multi-behavior contrastive learning paradigm
and meta contrastive encoder?

• RQ3: How does CML perform to alleviate interaction data spar-
sity, when competing with state-of-the-art methods?

• RQ4: How do different hyperparameter settings affect CML?
• RQ5: How is the model interpretation ability of our CML?

4.1 Experimental Settings
4.1.1 Datasets. We evaluate the effectiveness of our proposed
CML on three publicly available recommendation datasets. We
present the statistical information in Table 1. Tmall: This dataset is
collected from Tmall site–one of the largest E-commerce platform
in China. The user behavior data contains various interactions: Page
View, Add-to-Favorite, Add-to-Cart and Purchase. Following the set-
ting in [50], we keep users with at least three purchases for training
and test. IJCAI-Contest: This data was adopted in IJCAI15 Chal-
lenge from a business-to-customer retail system. It shares the same
behavior types with the Tmall data, which are reflective of various
user intention over items. Retailrocket: It is another benchmark
dataset collected from Retailrocket recommender system. In this
dataset, user interactions are consisted of Page View, Add-to-Cart
and Transaction. Following previous works for recommendation
with multi-behaviors [23, 50], purchase behaviors are set as the
target behaviors and other types of interactions are considered as
the auxiliary behaviors.

4.1.2 Baselines. We compare our CML with the following state-
of-the-art methods from two groups: Single-Behavior and Multi-
Behavior recommender systems. These methods leverage various
techniques to improve the recommendation performance:
Single-Behavior Recommendation Methods:

• BPR [32]: It is a widely adopted matrix factorization model with
the optimization criterion of Bayesian personalized ranking.

• PinSage [53]: This method defines the importance-based neigh-
boring nodes to perform the graph convolution. In PinSage, the
message passing paths are constructed through the random walk.

• NGCF [43]: it is a representative graph neural framework which
captures the collaborative effects in the embedding function of
users based on the convolutional message passing scheme.

• LightGCN [15]: it simplifies the graph convolution network-
based recommendation architecture by removing the feature
transformation and nonlinear activation operations.

• SGL [48]: this method performs the self-supervised learning over
the user-item interaction graph with data augmentation from
different views (e.g., node and edge dropout). The integrated
auxiliary task is on the basis of node self-discrimination.

Multi-Behavior Recommendation Models:
• NMTR [11]: it combines the multi-task learning framework and
neural collaborative filtering to investigate multi-typed user inter-
action behaviors based on the predefined cascading relationships.

• MATN [50]: it adopts the attentionmechanism formulti-behavior
recommendation. Specifically, it uses memory-enhanced self-
attention to measure the influence between different behaviors.
The number of memory units is tuned from the range of [2,8].

• MBGCN [23]: this approach is a GCN-based model by capturing
the multi-behavioral patterns over the constructed user-item
interaction graph. The high-order connectivity is considered
during the information propagation.

• KHGT [51]: this approach leverages transformer to incorporate
the temporal information into the multi-behavior modeling, and
differentiates the behaviors with graph attention network.

• EHCF [2]: it conducts the knowledge transfer among heteroge-
neous user feedback to correlate behavior dependency. A new
loss is used for model optimization from the positive-only data.

We further compare our CML with two state-of-the-art heteroge-
neous graph neural networks, by applying them to capture the
heterogeneous behavior relations in recommendation.
• HGT [17]: This graph transformer models heterogeneous rela-
tions in graphs. We adopt the heterogeneous message passing
schema to encode the multiplex behaviors with dedicated repre-
sentations.

• HeCo [44]: It is a recently developed heterogeneous graph neural
network based on the cross-view supervised learning architec-
ture. We generate the meta-path relation from our multi-behavior
interaction graph.

4.1.3 Hyperparameters and Metrics. We implement our CML
with PyTorch. The embedding initialization is performed with
Xavier [14] and the model is optimized by adopting the AdamW op-
timizer [26] and the Cyclical Learning Rate (CyclicLR) strategy [35].
In specific, the base and max learning rate is searched from {0.6𝑒−4,
1𝑒−4, 1𝑒−3} and {0.6𝑒−3, 1𝑒−3, 2𝑒−3, 5𝑒−3}, respectively. For all graph-
based baselines, the number of graph-based message propagation
layers is tuned from {1,2,3,4}. We apply the L2 regularization for the
learned embeddings with the weight tuned from {1𝑒−3, 5𝑒−3, 1𝑒−2}.
Additionally, to alleviate the overfitting issue, the dropout is used
in our designed meta network.



Table 2: Performance comparison of all compared methods on different datasets in terms of NDCG@10 and HR@10

Dataset Metric BPR PinSage NGCF LightGCN SGL HGT HeCo NMTR MBGCN MATN KHGT EHCF CML Imprv. p-val.

Tmall HR 0.243 0.274 0.322 0.342 0.350 0.357 0.358 0.362 0.381 0.406 0.391 0.433 0.543 25.4% 3𝑒−5
NDCG 0.143 0.151 0.184 0.205 0.210 0.210 0.199 0.215 0.213 0.225 0.232 0.260 0.327 25.8% 2𝑒−4

IJCAI-
Contest

HR 0.163 0.176 0.256 0.257 0.249 0.250 0.262 0.294 0.304 0.369 0.317 0.409 0.477 16.6% 9𝑒−5
NDCG 0.085 0.091 0.124 0.122 0.123 0.119 0.121 0.161 0.160 0.209 0.182 0.237 0.283 19.4% 6𝑒−3

Retail
Rocket

HR 0.235 0.247 0.260 0.261 0.263 0.305 0.297 0.314 0.308 0.301 0.324 0.321 0.356 9.9% 1𝑒−3
NDCG 0.146 0.139 0.140 0.152 0.165 0.176 0.178 0.201 0.181 0.181 0.202 0.207 0.222 7.3% 1𝑒−2

We adopt the widely used leave-one-out strategy by generating
the test set from users’ last interacted items under the target behav-
ior type (i.e., purchase/transaction). Two representative evaluation
metrics are used for performance comparison: NDCG (Normalized
Discounted Cumulative Gain) and HR (Hit Ratio). We also run our
CML model and the best-performed baseline method for 10 times
to calculate p-values for significance analysis.

4.2 Performance Comparison (RQ1)
We present the detailed evaluation results of all methods on dif-
ferent datasets in Table 2 where the results of our CML and the
best performed baselines are highlighted with bold and underlined,
respectively. Key observations are as follows:

• CML consistently outperforms all types of baselines on three
datasets. The p-values are much less than 0.05, which indicates
statistically significant improvements between our method and
baselines. We attribute the significant performance improve-
ments to the following two reasons: 1) Through the meta con-
trastive network, CML captures the multi-behavior dependencies
in a customized manner; 2) The designed contrastive learning
paradigm incorporates auxiliary self-supervised signals from dif-
ferent types of behavior dimensions, which offers informative
gradients to the graph-based collaborative filtering architecture.

• Multi-behavior recommendation approaches (e.g., MBGCN, EHCF,
KHGT) yield better performance than single-behavior recommen-
dation methods (e.g., NGCF, LightGCN, PinSage), which reveals
the helpfulness of exploring multi-behavioral information into
the user preference modeling. Among various multi-behavior
recommendation models, EHCF is the best baseline in most cases.
This observation indicates that incorporating the different behav-
ior semantics with supervision labels is able to guide the model
optimization. Additionally, different from the topology-based
self-supervised method-SGL, our CML designs new contrastive
learning paradigm to fit the multi-behavior recommendation.

• CML outperforms heterogeneous graph neural networks (i.e.,
HGT and HeCo) by a large margin in all cases, verifying that our
designed meta contrastive network endows the heterogeneous
collaborative filtering with the capability of effectively encoding
the relation heterogeneity.

4.3 Ablation and Effectiveness Analyses (RQ2)
To shed light on the performance improvement, we further conduct
the ablation study for our CML, to justify the rationality of the
designed key components. Analysis details are summarized as:

• Effect of multi-behavior contrastive learning framework.
We first aim to answer the question: is it beneficial to integrate
behavior-wise dependency under a contrastive learning proto-
type for CML. Towards this end, we generate a model variant
CML(w/o)-CLF by disabling the contrastive learning between the
target and auxiliary user behaviors. Instead, we only rely on the
behavior-aware graph neural network to capture the behavior re-
lationships. We present the evaluation results in Table 3 with the
following key summaries: 1) CML always outperforms CML(w/o)-
CLF. This suggests the effectiveness of our contrasive learning
paradigm, by capturing the complex dependent relations across
different types of behaviors. 2) This design also mitigates the
effect of skewed data distribution in the multi-behavior data, and
effectively transfers knowledge from different behavior views.

• Effect ofmeta contrastive network. To investigate whether the
meta contrastive network benefit the multi-behavior dependency
modeling, we propose another variant CML(w/o)-MCN which
only conducts the contrastive learning between type-specific be-
havior embeddings based on the estimated mutual information.
In other words, cross-behavior contrastive loss functions are in-
tegrated with the BPR-based loss using the equal weights, i.e.,
without explicitly differentiating the influence degrees under the
augmented self-supervised learning tasks. Clearly, CML obtains
better performance than CML(w/o)-MCN. It suggests that by
employing the meta contrastive network, we can automatically
discriminate the influence between different target-auxiliary be-
havior pairs. The cross-view behavior dependency can mutually
complement with each other.

• Effect ofmeta knowledge encoder . To verify the impact of meta
knowledge encoder in our contrastive learning framework, we
do an ablation study (with variant CML(w/o)-MKE) by disabling
the meta contrastive weight network M(·). Instead, we use a
weighted gating mechanism to aggregate the behavior-specific
contrastive loss in a uniform manner. Removing the incorpo-
ration of our meta knowledge degrades the performance, sug-
gesting the necessity of our customized contrastive learning for
different types of target-auxiliary behavior dependency.

4.4 Model Performance on Alleviating
Interaction Data Sparsity (RQ3)

In this section, we aim to show the rationality of bringing the
contrastive learning into the multi-behavior recommendation, so
as to alleviate the data sparsity issue. In Figure 2, we show the
evaluation result comparison with respect to different interaction
sparsity degrees on Tmall data. Due to space limit, we select several



Table 3: Ablation study on key components of CML

Data Tmall IJCAI-Contest Retailrocket
Metrics HR NDCG HR NDCG HR NDCG
w/o-CLF 0.4665 0.2752 0.3636 0.1978 0.3032 0.1864
w/o-MCN 0.5211 0.3097 0.4527 0.2703 0.3523 0.2185
w/o-MKE 0.5237 0.2988 0.4601 0.2715 0.3506 0.2079

CML 0.5431 0.3266 0.4769 0.2829 0.3560 0.2219
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Figure 2: Performance comparison w.r.t different interac-
tion sparsity degrees on Tmall data.

representative baselines to make comparison. Specifically, we split
users into six groups in terms of the number of their interactions
(e.g., “<7” and “<60”). The reported model performance measured
by HR and NDCG (as shown in the right side of y-axis in Figure 2)
is averaged over all users in each group. The total number of users
belonging to each group is shown in the left side of Figure 2.

We have the following findings: i) The recommendation accu-
racy improves for all compared methods as the number of user
interactions increases. It is reasonable since the quality behav-
ior embeddings are more likely to be learned with sufficient user
behaviors. ii) As compared to the vanilla collaborative filtering
model (NGCF), multi-behavior recommender systems (e.g., KHGT,
MBGCN) achieve better performance, suggesting the effectiveness
of incorporating multi-typed behavior context for data sparsity
alleviation. iii) CML consistently outperforms other multi-behavior
recommendation methods under different interaction degrees. This
observation indicates that CML solves the data sparsity issue better,
by embracing the self-supervised contrastive learning paradigm for
preserving the behavior heterogeneity in recommendation.

4.5 Hyperparameter Analysis on CML (RQ4)
This section examines the impact of different settings of several
key hyperparameters in our proposed CML framework, including #
graph propagation layers 𝐿, representation dimensionality 𝑑 , batch
size in training process. Figure 3 reports the evaluation results. For
each time, we investigate the effect of one hyperparameter at a time
and keep other parameters with their default settings.
# graph propagation layers 𝐿. From Figure 3, we can observe
that more graph propagation layers results in better performance
when 𝐿 ≤ 3. This suggests that more message passing layers will
capture latent dependency from high-order neighbors. When fur-
ther stacking more graph layers might introduce noise to the user
representations, which leads to the oversmoothing issue [3, 28].

(a) (b) (c)

Figure 3: Hyperparameter analysis of CML.

Representation dimensionality 𝑑 . Our model can achieve good
performance with the embedding dimensionality 16 ≤ 𝑑 ≤ 32. It in-
dicates that our CML can boost the performance with small hidden
state dimensionality, This can be attributed to effectively enhancing
the user-item interaction learning with multiplex relationships.
Batch size in learning process. We search the batch size for our
meta contrastive network (meta batch) and the graph neural archi-
tecture (train batch) from the range of {128, 256, 512, 1024, 2048}
and {256, 512, 1024, 2048, 4096}, respectively. Darker color signals
better performance in Figure 3 (c). When the sampled batch size of
meta network is smaller than that of base graph network, the model
performance becomes better. This configuration will improve the
cooperation between our augmented self-supervised learning task
and BPR-based ranking objective.

4.6 Qualitative Evaluation (RQ5)
In this section, we perform the qualitative evaluation to show the
model interpretation with the learned meta contrastive weights
across different behavior types. We also visualize the projected be-
havior embeddings to have a better understanding of our achieved
agreement between type-specific behavior embeddings.
MetaContrastiveWeightVisualization.We visualize the learned
meta contrastive weights 𝜔𝑘,𝑘

′
𝑢 for each auxiliary behavior pairs

(𝑘 − 𝑘 ′) from several sampled users. The customized contrastive
weights can be observed in Figure 4 (a), which reflect the person-
alized multi-behavior interaction patterns of different users. Each
𝜔
𝑘,𝑘′
𝑢 value indicates the weight of individual contrastive loss be-

tween the target and auxiliary behavior views. For example, for user
with id: 27310, the learned weights for the constructed view-buy
and favorite-buy contrastive loss is 0.243 and 0.595, respectively.
This suggests that this user is more likely to place the order after
he or she adds the products into the favorite list, as compared with
his/her page view behaviors.
Embedding Visualization. We further show the visualization (2-
D projection with t-SNE [38]) of user behavior embeddings encoded
from CML and w/o-CLF on IJCAI-Contest data, respectively. In
particular, we use different colors to represent different types of be-
haviors, i.e., red: page view, blue: add-to-favorite, black: add-to-cart,
green: purchase. From Figure 4 (b), we observe the embedding agree-
ment achieved by our CML. This again justifies the effectiveness
of our CML in alleviating data scarcity issue with the knowledge
transfer across different types of behaviors, under our contrastive
self-supervised learning architecture.
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Figure 4: Model interpretation study with (a) case studies
of personalized contrastive weights from sampled different
users; and (b) behavior embedding visualization, i.e., red:
page view, blue: add-to-favorite, black: add-to-cart, green:
purchase. Best viewed in colors.

5 RELATEDWORK
5.1 Graph-based Recommendation Models
Recent studies have demonstrated the promising results offered
by GNN-based recommendation models, by using different in-
formation propagation functions to aggregate embeddings over
neighbors [1, 7, 15, 18, 19, 36]. For example, by stacking multi-
ple embedding propagation layers, NGCF [43] can gather infor-
mation from neighboring nodes with high-order connectivity. To
address the burdensome design of GCN-based message passing
in NGCF, LightGCN [15] omits the weight matrix and utilizes the
sum-based pooling operation to obtain better recommendation
performance. Additionally, to differentiate relations in recommen-
dation, attention-based aggregation functions have been designed
for fusing various information in recommender systems, such as
social influence [8, 21, 36], knowledge graph embedding [24, 42],
textual information [47]. Specifically, GraphRec [8] discriminates
influence between users using graph-based attention mechanism.
Wu et al. [47] develops an attentional graph neural paradigm to en-
hance the user and item representations with textural information.
Motivated by the above research works, our contrastive meta learn-
ing framework is built over the graph neural network to capture
the behavior-aware collaborative effects between users and items.

5.2 Multi-Behavior Recommender Systems
Under the multi-typed user-item interactions, there exist some
recent works attempting to designing effective approaches for
handling behavior multiplicity [2, 23, 50–52]. In particular, the
behavior-wise relationships are characterized by attention mecha-
nism in [50, 51]. MBGCN [23] learns discriminative behavior rep-
resentations using graph convolutional network. MATN [50] con-
siders the influences among different types of interactions with
attentive weights for pattern aggregation. However, most of them
are not designed with the sparse behavior data in mind. To fill this
gap, we propose a new model with contrastive learning at behavior
semantic levels, which provides auxiliary informative supervision
signals for knowledge transferring between behavior types.
5.3 Contrastive Representation Learning
Self-supervised learning techniques have been demonstrated to be
effective in learning representations from both image data [6] and
textual data [10]. It aims to learn quality discriminative representa-
tions by contrasting positive and negative samples from different
views. For visual data, different data augmentation strategies (e.g.,
rotation [13], color distortion [5]) are used to generate negative in-
stances. To better represent the graph topological structures, Deep
Graph InfoMax (DGI) [39] aims to maximize the mutual informa-
tion between node embedding and graph representations based on
the original and corrupted graphs. In addition, a model-agnostic
recommendation model SGL [48] has been proposed to augment the
supervised task of recommendationwith auxiliary tasks. It performs
dropout operations over the graph connection structures with dif-
ferent strategies, i.e., node dropout, edge dropout and random walk.
SMIN [25] is a social-aware recommendation method with genera-
tive self-supervision. Inspired by the existing contrastive learning
paradigms, this work proposes a new graph contrastive represen-
tation framework with the adaptive multi-behavior modeling, by
exploring various semantic aspects of user-item interactions.

6 CONCLUSION
In this paper, we develop a novel multi-behavior contrastive meta
learning framework for recommendation. Our model learns user
representations by preserving behavior heterogeneous context with
the agreement between behaviors views constructed from our con-
trastive learning paradigm. The behavior-aware graph neural ar-
chitecture with multi-behavior self-supervision bring benefits to
the heterogeneous relational learning for recommendation. We per-
form comprehensive experiments using several real-world datasets
to demonstrate the effectiveness of our proposed CML method, by
comparing it with various state-of-the-arts.

In this paper, we take the initial step to capture the diverse
multi-behavior patterns of users for recommendation under the
self-supervised learning paradigm. In the future, it would be in-
teresting to explore the pre-train model strategy of our CML for
online user modeling applications (e.g., user profiling). Additionally,
another meaningful future research direction can be extending our
framework to learn disentangled representations of users, which
could reflect the multi-dimensional user interests.
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